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ABSTRACT

Exploratory Data Analysis (EDA) provides guidance to users to help
them refine their needs and find items of interest in large volumes
of structured data. In this paper, we develop GUIDES, a framework
for guided Text-based Item Exploration (TIE). TIE raises new chal-
lenges: (𝑖) the need to abstract and query textual data and (𝑖𝑖) the
need to combine queries on both structured and unstructured con-
tent. GUIDES represents text dimensions such as sentiment and
topics, and introduces new text-based operators that are seamlessly
integrated with traditional EDA operators. To train TIE policies,
it relies on a multi-reward function that captures different textual
dimensions, and extends the Deep Q-Networks (DQN) architecture
with multi-objective optimization. Our experiments on Amazon
and IMDb, two real-world datasets, demonstrate the necessity of
capturing fine-grained text dimensions, the superiority of using
both text-based and attribute-based operators over attribute-based
operators only, and the need for multi-objective optimization.
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1 INTRODUCTION

Many decisions rely on a mix of structured and unstructured con-
tent such as item attributes and reviews [2, 37]. In online shopping
platforms like Amazon, users read reviews to make an informed
decision about products to purchase. Avid moviegoers get their in-
spiration for the next movie by dissecting reviews in IMDb. These
domain actors need to navigate in a very large space of textual data
and switch back and forth between items and text to find their tar-
get. While Exploratory Data Analysis (EDA) has received increased
attention, its application to textual data has not been studied yet. In
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this paper, we develop GUIDES, a framework for guided Text-based
Item Exploration (TIE).

The main motivation behind EDA is that there exist many sce-
narios where the target cannot be described with a clear single-
shot query. Employing the traditional search-by-query paradigm
is not optimal in such scenarios. The goal of EDA is to propose
a multi-shot path leading to target instead of the target itself, so
that users can make an educated decision following what they ob-
served along the way. TIE is a specific case of EDA where users do
not know precisely what they are looking for and generally only
have partial knowledge of the underlying attributes of items and
the textual content. The literature contains several solutions for
EDA [15, 48–50, 55, 56]. These methods require purely structured
data and they shape interactivity through navigating in the space
of item attributes. In TIE, people rely on reviews as a source of
collective intelligence to guide them in their decision making pro-
cess. The natural form of interactive information seeking in TIE
is through text, i.e., the user decides what to see next based upon
reading a textual content, e.g., a review, and by exploring structured
and unstructured content in tandem.

The EDA literature recognizes three settings: (𝑖) manual where
the system provides an exploration toolbox and the decisionmaking
is up to the user, (𝑖𝑖) fully-guided where the system makes all
the decisions and the user is a mere observer, and (𝑖𝑖𝑖) partially-
guided where the user can override the system’s recommendations.
Due to the inherent ambiguity of textual data, the design of a TIE
system must follow a partially-guided setting where the user and
the exploration system work hand-in-hand to reach target.

Example. Steve wants to buy a high-quality camera for his up-
coming nature photo-shooting. Steve cannot form a precise query to

express his need, as he’s unsure what attributes matter in his purchase.

He needs to explore a cherry-picked set of items and reviews so that

he can make an informed decision. Based on his friends’ recommen-
dations, Steve starts browsing cameras in Amazon that have a high
optical view and processing power. Figure 1 depicts the exploration
steps suggested to Steve by a TIE system. Using his initial query,
the system picks some relevant cameras. Steve reviews the sugges-
tions and focuses on a Fujifilm X100V camera. The system then
suggests a representative set of reviews for the selected camera.
This helps Steve get a better understanding of the pros and cons of
that product, such as improved lens resolution and fragility of the
camera. A review on “autofocus issues” attracts his attention, as
this is an important matter for capturing photos in nature. He inter-
venes and asks the system for other reviews on the same topic. In
the results, Steve notices a review that suggests Canon cameras as
better options for autofocus. He selects that review and the system
recommends a few cameras related to that review among which
Steve discovers a Canon 6D as his final target.

Our example raises twomain challenges.Without a TIE system in
action, the user must visit a large space of items and their associated
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user

Search on 
Amazon

Fujifilm X100V Digital 
Camera

Rating: 
Price:                        $1,399.95 
Main feature:      4 X-Processors

The best X100 yet!

I bought the X100V because of 
the improved lens resolution, 
higher usable ISO range, the tilt 
screen, the joystick, and the Fuji 
film simulations.

Autofocus issues

I’ve been having problems with 
the autofocus. It sometimes won’t 
focus on anything, even when 
face/eye detection is on and there 
is a face in the photo.

Poor durability

I dropped my X100V on the 
sidewalk, maybe a 12 inch drop, 
and the base plate is horribly 
dented and is starting to separate 
from the rest of the body.

Poor focus

No way comparable to Canon 6D, 
mainly due to the noise at high 
ISO and very poor focus 
performance at low and mid light. 
Canon 6D is the best in autofocus.

A beast!

Super sharp incredible details 
feels great high end! Be careful 
with filters lens make sure that 
they don’t obstruct the lens 
otherwise you will see focus error!

Excellent upgrade

The two main upgrades I like over 
the previous versions in X100 
series are the updated lens to give 
sharper close focus photos at f2 
and the flip screen.

Canon EOS Rebel T7 
DSLR Camera

Rating: 
Price:                        $425 
Main feature:      Image stabilizer

Fujifilm X100F 24.3 
MP APS-C

Rating: 
Price:                        $1,299.95 
Main feature:      Optical view

Leica D-LUX 7 4K 
Compact Camera

Rating: 
Price:                        $1,399.00 
Main feature:     4K quality

Canon EOS 80D 
Digital SLR Camera

Rating: 
Price:                        $825 
Main feature:      Image stabilizer

Canon EOS 6D II 
Digital SLR Camera

Rating: 
Price:                        $1,799.00 
Main feature:     11 AF points

(38)

(300)

(331)

Focusing on cameras with high optical 
and processing power.

Focusing on reviews for Fujifilm 
X100V camera

Focusing on reviews about 
“auto focus” Focusing on Canon cameras

Iteration 1 Iteration 2 Iteration 3Initialization

Figure 1: Example of Text-based Item Exploration (TIE).

reviews to make an informed decision. Additionally, the explorer
has to draw insights from unstructured text by extracting topics,
sentiments and summaries. If done manually, this process is tedious
and prone to noise.

Our first contribution is to formalize the TIE problem. The explo-
ration task is compound, which means that the exploration session
does not necessarily terminate with binary outcomes of success or
failure, but with collecting a subset of the target. While it is ideal
to find the target set in its entirety, it is often infeasible in practice
due to the inherent complexity of information seeking tasks, and
to the sheer amount of available data. We model TIE as a Markov
Decision Process (MDP) where states represent a mix of structured
and unstructured content that is being explored at a given step,
and transitions are triggered by operators [15, 48, 55]. To enable
that, we represent text with several dimensions including topics,
tags, sentiments, and summaries. In TIE, the reward of transitioning
between states is multi-valued as it must capture multiple textual
dimensions. For instance, a review might have high utility in terms
of its topic and low utility when it comes to sentiment. The TIE
problem seeks to find the highest utility exploration policy for a
target set of items.

Our second contribution is computational. Given that exploration
logs are unavailable in TIE and that transition probabilities be-
tween exploration states are unknown, model-free Reinforcement
Learning (RL) [61] fits our context. We leverage a Deep RL (DRL)
algorithm called Deep Q-Networks (DQN) [42] as the learning com-
ponent of GUIDES to obtain TIE policies. We propose to modify the
DQN architecture to account for the multi-objective optimization
of rewards, where each reward dimension acts as one optimization
objective. The modified DQN algorithm discards the exploration
iterations with dominated rewards in its sampling strategy and
trains policies only based on non-dominated iterations. As a result,
it outputs the most rewarding actions at each exploration step.

Our third contribution is a thorough empirical investigation on
TIE variants and EDA baselines with two real datasets, Amazon [9,
44] and IMDb [3]. We address three questions: “are our TIE actions

expressive enough to navigate in textual data and reach target?”,

“does multi-reward optimization improve learning?”, and “does our

approach scale with increasing data size and task complexity?”. Our
first finding is that the best results are attained when both text-
based and attribute-based operations are integrated. Our second
finding is that multi-reward optimization reduces the number of
iterations by up to 30% due to their dominated rewards. Finally,
we find that our approach is scalable as we increase data size and
exploration complexity.

Paper organization. We discuss related work (Section 2), present
our TDE model and problem (Section 3), develop our solution (Sec-
tion 4) and experiments (Section 5), and conclude in Section 6.

2 RELATEDWORK

To the best of our knowledge, GUIDES is the first to seamlessly
integrate structured and unstructured exploration, and provide
guidance in the dual space of items and text. We review interactive
guidance approaches and text-based information seeking.
2.1 Interactive guidance

Enabled by data exploration approaches [17], interactive guidance
is a novel paradigm of information seeking, where users are inside
the analysis loop and their feedback is incorporated on-the-go to
receive relevant guidance in future iterations of the exploration.
Depending on the source of guidance, these systems are categorized
as action-driven [7, 8, 13, 15, 31, 49, 55, 66, 69, 71] or example-
driven [5, 7, 10, 12, 25, 43, 54, 58, 76].

Action-driven guidance. Most approaches rely on previously
collected logs (e.g., SQL [14, 28, 46] and OLAP [1, 39] query logs)
to recommend optimal query-based actions at run-time. Faceted
search [31, 66, 71] is often leveraged to improve run-time experi-
ence, where users explore data using the categorical knowledge-
based actions, called facets. In case logs are scarce„ automated EDA
systems [10, 15, 49, 55, 69] simulate user interactions in an offline
process to train optimal exploration policies using (deep) Reinforce-
ment Learning (DRL). Automated EDA systems play an important
role in decision-making as they guide users to pick an appropri-
ate next action without the need for logs. However, these systems
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have been designed for structured data only. GUIDES adopts an

action-driven approach. Additionally, the unstructured content of text

is incorporated and the exploration is performed over the dual space

of items and reviews. While most EDA systems leverage DRL as a

black-box,GUIDES opens that box and refines the reward computation

mechanism to increase the quality of recommended actions.

Example-driven guidance. These approaches enable guidance
by providing an input example and recommending “interesting”
examples. For instance, the approach in [25, 33] recommends differ-
ent OLAP drill-downs on a table. In [12, 20, 57, 67, 68], exploration
examples are provided in the form of visualization. The approach
in [10, 22] takes labeled examples and leverages active learning to
learn a user query. In GUIDES, we learn the exploratory behavior

without any prior assumption about context or interaction history.

Moreover, the multi-valued reward system of GUIDES generalizes

interesting dimensions of an exploration state.

2.2 Text-based information seeking

To seek information in textual form, prominent natural language
understanding (NLU) approaches are subjective databases [2, 16,
37, 40, 41, 70, 72, 74, 75], conversational agents [11, 35, 59, 60, 64]
and question answering systems [26, 73].

Subjective databases. OpineDB [37], Voyageur [16], and Sub-
DEx [2] operate as mediators between unstructured data (i.e., the
raw text) and structured queryable data (e.g., a relational database)
by enabling a querying mechanism for subjective data. To interpret
subjective data, these systems require various domain-specific an-
notations and parameter tuning (e.g., setting up subjective attribute-
valuemarkers and aspect-opinion pairs) which limit their generality.
Moreover, as DBMSs, these systems do not natively enable multi-
shot and exploratory scenarios. GUIDES relies on a generic data

model that can accommodate new datasets. Also, the multi-valued

textual reward captures different dimensions of text without any prior

domain knowledge.

Conversational agents. Conversational agents aim to provide a
meaningful goal-oriented dialog with the user. They are built using
statistical methods and neural dialog models [11] equipped with
an attention mechanism [35]. Examples include chit-chat systems
(interact with human-like reasonable responses), informational
chat systems (help users find information), and goal-oriented chat
systems that help users accomplish a specific task, e.g., making a
restaurant reservation [60]. In GUIDES, we leverage textual data for
a different purpose, that is, to elicit preferences of users with the goal

of learning their optimal exploratory behavior.

Question answering systems. These systems are implemented as
an instance of a sequential transformation (Seq2Seq) using recurrent
neural networks (RNNs) [26, 73]. These systems take raw text and
output a sequence of potential questions and answers represented
by four text annotations: answer span, clue span, question style
and the question itself [27, 32, 38]. Question-answer conversations
terminate when a target element is found [73]. The focus is hence
on the end of the session and no optimization is performed to
improve exploration quality during a session. Because they leverage
supervised learning, these systems require a rich ground-truth
for question-answer generation [4, 36, 51, 62], e.g., ReDial with

10K question-answer pairs on movie recommendation [36] and
CoQA with 127K questions from 8000 conversations [51]. GUIDES
benefits from a value-based learning of exploratory behavior where the

optimization encompasses the whole exploration session, and without

the need for a ground-truth. Also, it operates on the dual space of

items and reviews instead of a single question-answer space.

3 TEXT-BASED DATA EXPLORATION MODEL

We model items and reviews (Section 3.1) and present our explo-
ration model (Section 3.2). Then we formally define the TIE problem
(Section 3.3).

3.1 Review model

We consider a set of items I and textual reviews R, where each
review 𝑟 is written for a specific item 𝑖 , s.t., ∀𝑟 ∈ R, item(𝑟 ) = 𝑖 ∈ I.
When referring to an item or a review, we use the term “object”.

Object attributes. Objects are identified with a set of attributes,
𝜙 (𝑖) = {⟨𝑎, 𝑣⟩} and 𝜙 (𝑟 ) = {⟨𝑎, 𝑣⟩}, where 𝑎 ∈ A and 𝑣 ∈
domain(𝑎). Examples of item attributes are product category and
movie genre, and examples of review attributes are helpfulness
score and review time.

Object signature. We define a review signature as a structured
set of attributes that represent the text of a review with different
semantics and at different abstraction levels. The signature of a
review 𝑟 ∈ R is a vector 𝜂 (𝑟 ) = ⟨𝜅1, 𝜅2, . . . 𝜅 |K |⟩, where 𝜅𝑖 ∈ K is
itself a vector that represents one dimension extracted from the text
of the review, e.g., summary, sentiments, tags, and topics. Figure 2
shows the signature of a review for the movie “A Midnight in Paris”.
We also define the signature of an item 𝜂 (𝑖) over its description, e.g.,
the script of a movie in IMDb and the item description in Amazon.

Object profile. Given a review 𝑟 ∈ R, profile(𝑟 ) = ⟨𝜙 (𝑟 ), 𝜂 (𝑟 )⟩ con-
sists of the attributes and signature of 𝑟 , representing the structural
and textual dimensions of the review, respectively. An item profile
is defined similarly and denoted as profile(𝑖) = ⟨𝜙 (𝑖), 𝜂 (𝑖)⟩.

Object similarity. Given two objects 𝑥, 𝑥 ′ ∈ I ∪ R, we measure
their similarity as follows:

sim(𝑥, 𝑥 ′) = sim(profile(𝑥), profile(𝑥 ′))
= (attribsim(𝜙 (𝑥), 𝜙 (𝑥 ′)), textsim(𝜂 (𝑥), 𝜂 (𝑥 ′))) (1)

where attribsim(𝜙 (𝑥), 𝜙 (𝑥 ′)) is the pairwise similarity between
the attribute values of two objects and is typically performed using
a Cosine over their attribute vectors, resulting in a scalar value in
the range [0, 1]. The pairwise similarity between textual dimen-
sions textsim(𝜂 (𝑥), 𝜂 (𝑥 ′)) is computed over the vectors 𝜂 (𝑥) .𝜅𝑖 and
𝜂 (𝑥 ′) .𝜅𝑖 for all dimensions 𝜅𝑖 ∈ K :

textsim(𝜂 (𝑥), 𝜂 (𝑥 ′)) = Cosine(𝜂 (𝑥).𝜅𝑖 , 𝜂 (𝑥 ′) .𝜅𝑖 ); ∀𝜅𝑖 ∈ K (2)

The result of this similarity computation is a vector of size |K |+1
since 𝑥 and 𝑥 ′ will be compared according to their attributes, as
well as their |K | textual dimensions. Given the multi-valued nature
of the similarity function, we denote the 𝑗-th component of the
output vector as sim𝑗 (𝑥, 𝑥 ′), where 𝑗 ∈ [1, |K | + 1].
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3.2 Exploration model

We define an exploration session as a sequence of iterations ob-
tained by applying a generic exploration function defined as follows:

explore(𝑥,X, 𝑘) → 𝑋 (3)

The exploration function admits an object 𝑥 ∈ {𝑖, 𝑟 }, a space
X ∈ {items, reviews} and an integer 𝑘 , and returns a subset 𝑋 ⊆
X of size 𝑘 , that acts as input to the next iteration. For instance,
explore(𝑖2, reviews, 5) returns 5 reviews for further exploring 𝑖2.

Components of the exploration function.We define the seman-
tics of the exploration by specifying two conditions on the output𝑋
of an exploration function as follows:

• ∀𝑥 ′ ∈ 𝑋, relevance(𝑥, 𝑥 ′, 𝛿) ≥ 𝜎 ;

• quality(𝑋 ) is maximized.

Both functions return a value in the range [0, 1] to capture the
interestingness of the exploration [19, 30]. The relevance function
captures that the results of iteration 𝑡 + 1 should be related to
what the user experienced in the previous iteration 𝑡 . Given 𝑋 ,
the result of explore(𝑥,X, 𝑘), where |𝑋 | ≤ 𝑘 , we define relevance
between 𝑥 and 𝑋 as relevance(𝑥,𝑋, 𝛿) = sim𝛿 (𝑥, 𝑥 ′),∀𝑥 ′ ∈ 𝑋 over
one specified similarity dimension 𝛿 . The parameter 𝛿 can be either
text-based or attribute-based. In the former, 𝛿 ∈ K and relevance is
computed on the signatures of 𝑥 and all objects in 𝑋 . In the latter, it
is computed on their attributes. The quality function is independent
of the previous iterations and only focuses locally on the quality of
the exploration results. Examples of quality functions are diversity
and coverage (more details are provided in Section 4.1).

Modeling TIE.Wemodel TIE as a Markov Decision Process (MDP)
comprising a quadruple (𝑆 , 𝐸, 𝑃 , 𝑅) where:

• 𝑆 is a discrete set of exploration states;
• 𝐸 is a set of exploration actions, where each action instantiates
explore(𝑥, 𝑋, 𝑘) and enables a transition between consecutive
exploration states 𝑠𝑡 and 𝑠𝑡+1;
• 𝑃 (𝑠𝑡+1 |𝑠𝑡 , 𝑒𝑡 ) are the probabilities that the exploration action 𝑒𝑡
will change state 𝑠𝑡 ∈ 𝑆 to state 𝑠𝑡+1 ∈ 𝑆 ;
• 𝑅(𝑠𝑡+1 |𝑠𝑡 , 𝑒𝑡 ) are rewards for transitioning from state 𝑠𝑡 ∈ 𝑆 to
𝑠𝑡+1 ∈ 𝑆 by applying the exploration action 𝑒𝑡 .

The exploration state 𝑠𝑡+1 = ⟨𝑥𝑡+1, 𝑋𝑡+1⟩ is obtained by applying
action 𝑒𝑡 to a previous state 𝑠𝑡 = ⟨𝑥𝑡 , 𝑋𝑡 ⟩. The exploration pro-
cess goes on by selecting another action 𝑒𝑡+1. The probabilities
𝑃 (𝑠𝑡+1 |𝑠𝑡 , 𝑒𝑡 ) reflect the behavior of the environment (I and R)
when exploration actions are applied, i.e., they represent what is
displayed to the user in iteration 𝑡 + 1, if 𝑒𝑡 is applied. To capture
the complexity of text-based exploration, we consider a model-free

setting [61], where the probabilities are not known a priori, and
depend on the relevance and quality of the exploration function.
An exploration session S is a sequence of exploration states and
actions S = [(𝑥1, 𝑋1, 𝑒1), . . . , (𝑥𝑛, 𝑋𝑛, 𝑒𝑛)], where 𝑛 = |S|. An ex-

ploration policy 𝜋 is a mapping function from an exploration state
𝑠𝑡 = ⟨𝑥𝑡 , 𝑋𝑡 ⟩ to an action 𝑒𝑡 , where 𝜋 (𝑠𝑡 ) = 𝑒𝑡 . An exploration
session generated by 𝜋 is S𝜋 = [(𝑠1, 𝜋 (𝑠1)), . . . , (𝑠𝑛, 𝜋 (𝑠𝑛))].

(Tags are highlighted in text.)

Sentiments:

0.00 0.03 0.41 0.45 0.10Topics:

0.5639 0.00042 0.00042 0.2186 0.00042

(topic 6) (topic 7) (topic 8) (topic 9) (topic 10)

Review text:

Review summary: A midnight magical feast!

Representative words for topic 6: 
musical, magic, performance, paris, story, 

director, actor, allen, nostalgic, comedy

Representative words for topic 9: 
movie, character, scene, action, narration, 

review, screen, interest, art

0.00041 0.00042 0.0316 0.00042 0.1834

(topic 1) (topic 2) (topic 3) (topic 4) (topic 5)

A Midnight magical feast: I would encourage every cinema lover to take a stroll 
and walk into Woody Allen’s latest gem “Midnight in Paris”, an elegant nostalgic 
film that mentally transports you to another time and place. It's also an admirable 
love letter to the  “city of lights”. Let cut to the narrative chase. Owen Wilson 
stars as Gil […] If you are a literary and art aficionado of the Golden Age, you are 
going to definitely think those scenes struck gold. There were hardly any 
hysterics and I am glad that there wasn’t because that would have taken away 
from the film’s magical magnitude. Woody Allen masterfully scribes and directs 
the movie with lively ingenuity and sheer stylishness.

Review r1 ∈ ℛ

Review signature η(r1) = ⟨text, review, tags, sentiments, topics⟩
η(r1) . text = GloVe(“I would encourage every cinema lover to take a stroll and …” )
η(r1) . summary = GloVe( “a midnight magical feast” )
η(r1) . tags = vectorize({ “cinema lover”, “nostalgic film”, “art aficionado”, … })

η(r1) . topics = [

η(r1) . sentiments = [
]very negative negative neutral positive very positive

0.00041 0.00042 0.0316 0.00042 0.1834

]

topic 1 topic 2 topic 3 topic 4 topic 5

0.5639 0.00042 0.00042 0.2186 0.00042
topic 6 topic 7 topic 8 topic 9 topic 10

Figure 2: Signature of a review for “A Midnight in Paris”.

3.3 TIE problem definition

In TIE, the objective of the explorer is to collect a target set of
items and some of their reviews throughout the exploration session
to enable decision making [46, 73]. We denote the set of target
objects as T . The exploration task is compound, which means that
the exploration session does not necessarily terminate with binary
outcomes of success or failure, but with collecting a subset of T
throughout a session. While it is ideal to find the target set in
its entirety, it is often infeasible in practice due to the inherent
complexity of information seeking tasks.

Utility of objects.Given an object𝑥 and a target setT , we compute
the utility of 𝑥 as follows:

utility(𝑥,T) =
∑︁
𝑥∗∈T

sim(𝑥, 𝑥∗) (4)

Utility of an exploration policy. The utility of an exploration
policy 𝜋 is defined as follows:

policy_utility(𝜋,T) =
∑︁

(𝑥𝑡 ,𝑋𝑡 ,𝑒𝑡 ) ∈S𝜋

©«𝛾𝑡
∑︁
𝑥 ∈𝑋𝑡

utility(𝑥,T)ª®¬ (5)

Policy utility is computed as the accumulation of the utility val-
ues for the objects of𝑋𝑡 in each iteration of S𝜋 , i.e., the session gen-
erated by 𝜋 . The values are discounted by the parameter 𝛾 ∈ [0, 1].
Policy utility depends on the explorer’s goal encapsulated in T .
In TIE, users’ goals are subjective since users do not have a clear
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idea of attributes that characterize their target, hence they need
to navigate in the space of items and reviews. Training different
policies ensures the applicability of our solution to different goals.
We discuss different instances of user goals in Section 5.

Problem definition. The TIE problem is formulated as finding an
optimal policy 𝜋∗ with the highest utility for a target set T .

𝜋∗ = argmax𝜋policy_utility(𝜋,T) (6)
To optimize Equation 6, we simulate a human TIE experience as

an offline process to learn an optimal exploration policy. During
that process, the policy gets updated after each interaction with
items and reviews via exploration actions.

Reward system. The reward of a state 𝑅(𝑠𝑡+1 |𝑠𝑡 , 𝑒𝑡 ) must reflect
the utility of 𝑋𝑡+1. Given the compound targets in TIE, a positive
reward is received every time some objects belonging to the target
are discovered. To capture that, we use a Reward Machine [23] with
three types of rewards: neutral reward, target reward, and similarity
reward. If a set of domain-dependent rules Ω is violated in 𝑠𝑡+1, a
neutral reward (e.g., 0) is given. If Ω holds and some of the target
objects exist in 𝑋𝑡+1, a target reward (e.g., 1) is given. If Ω holds
but no target is reached, a similarity reward is given proportionally
to the degree of progression towards T . This Reward Machine is
formalized as follows:

𝑅(𝑠𝑡+1 |𝑠𝑡 , 𝑒𝑡 ) =


[0]K+1 if Ω(𝑠𝑡+1) = False

[|𝑋𝑡+1 ∩ T |]K+1 else if 𝑋𝑡+1 ∩ T ≠ ∅
utility(𝑋𝑡+1,T) otherwise

(7)

Equation 7 represents a multi-valued reward system, because the
utility function (Equation 4) outputs a vector of size K + 1. This is
a natural representation for TIE, as the textual content is identified
with different exploration dimensions. For instance, a review might
have high utility in terms of its topic dimension and a low utility
when it comes to the sentiment dimension. In Section 4, we describe
how policies can be processed in a multi-valued reward system.

TIE as anRLproblem. Following theMDPmodel, our TIE problem
is reformulated as finding a policy 𝜋 : 𝑆 → 𝐸 such that it maximizes
the discounted cumulative reward 𝑅:

𝑅 =
∑︁
𝑡

𝛾𝑡𝑅(𝑠𝑡+1 |𝑠𝑡 , 𝑒𝑡 ) → max (8)

In Equation 8, 𝑒𝑡 = 𝜋 (𝑠𝑡 ) and 𝛾 ∈ [0, 1] is a discount factor. As
in a typical RL problem, we define our value function (Equation 9)
and action-value function (Equation 10) for a given policy 𝜋 .

𝑉𝜋 (𝑠) = E
[ ∞∑︁
𝑙=0

𝛾𝑡+𝑙𝑅(𝑠𝑡+𝑙+1 |𝑠𝑡+𝑙 , 𝑒𝑡+𝑙 ) |𝑠𝑡 = 𝑠

]
(9)

𝑄𝜋 (𝑠, 𝑒) = E
[ ∞∑︁
𝑙=0

𝛾𝑡+𝑙𝑅(𝑠𝑡+𝑙+1 |𝑠𝑡+𝑙 , 𝑒𝑡+𝑙 ) |𝑠𝑡 = 𝑠, 𝑒𝑡 = 𝑒

]
(10)

In Equation 9,𝑉𝜋 (𝑠) computes the expected cumulative reward of
policy 𝜋 obtained after observing state 𝑠 at iteration 𝑡 . The function
𝑄𝜋 (𝑠, 𝑒) in Equation 10 captures the expected cumulative reward
that 𝜋 gets from applying action 𝑒 at state 𝑠 . An optimal policy 𝜋∗

Quality function Formulation

Numerical diversity (numdiv) numdiv(𝑋 ) = stdev({𝜂 (𝑥 ′) .score,∀𝑥 ′ ∈ 𝑋 })
Textual diversity (textdiv) textdiv(𝑋 ) = average(1 − Cos𝑥 ′,𝑥 ′′∈𝑋 (𝜂 (𝑥 ′), 𝜂 (𝑥 ′′)))
Coverage (coverage) cov(𝑋 ) = ∑

𝑥 ′∈𝑋 word_count (𝑥 ′)
None (none) none(𝑋 ) = 1

[
𝑈 = relevance(𝑥, 𝑋 ) [: 𝑘]

]
Table 1: Instances of the quality function in GUIDES

always selects the exploration action with the highest value in the
current state, thus maximizing expected reward. This yields an
optimal function 𝑉 ∗ and 𝑄∗ which satisfy the Bellman optimality
equations [61]. Our goal is then to find an optimal policy 𝜋∗ which
yields the best exploration action at every exploration iteration.

4 THE GUIDES FRAMEWORK

We describe our proposed framework calledGUIDES, a value-based
RL solution to learn policies for TIE.

4.1 Instantiating TIE actions

In GUIDES, different quality functions combined with different
relevance dimensions (textual dimensions and attributes) engender
different semantics for the exploration function. For instance, in
case where quality is defined as diversity and 𝛿 = topics, the explo-
ration aims to find a diverse set of exploration options 𝑋 whose
topics are highly similar to the current object 𝑥 . Below we present
how we instantiate relevance and quality in GUIDES.

Instantiating relevance. The relevance component has |K | text-
based and one attribute-based variants. Given an object 𝑥 , its sig-
nature 𝜂 (𝑥) is built over the schema of a set of textual dimensions
𝜅 ∈ K . In this work, we pick a set of textual dimensions from the
NLU literature [21], K = (text, summary, tags, topics, sentiments)
ordered from very specific to more general representations. How-
ever, the model is generic and other dimensions such as aspects
and opinions can be incorporated.

Building textual dimensions. The textual content of an object 𝑥
is vectorized using the GloVe pre-trained language model [47]
resulting in 𝜂 (𝑥) .text. Among different language models, we choose
GloVe as it leverages both global and local statistics of a corpus
and hence fits the modeling of short texts such as item descriptions
and reviews. A more general and informative representation is
the text summary [58] whose vectorized version is captured in
𝜂 (𝑥).summary. One direction of our future work is to incorporate
attention layers [73] and sentence-level transformers [53] to capture
the inter-connections between the parts of text.

Building tags. Tags are part-of-speech (POS) patterns that include
a noun and can be entirely replaced by a noun. This is a more
general representation compared to text and summary. For a given
object 𝑥 , the set of tags tags(𝑥) acts as a distilled version of 𝑥
focused on discussion points in the textual content of the object.
The dimension 𝜂 (𝑥).tags is the vectorized version of tags(𝑥) using
the GloVe model.

Building topics. The dimension 𝜂 (𝑥).topics is the topic distribution
of 𝑥 . It is a vector of size nt obtained using Latent Dirichlet Allo-
cation (LDA) for topic modeling, using nt topics. In Figure 2, we
set nt = 10 and observe that the review on the movie “A Midnight
in Paris” is highly related to topics 6 and 9, where the former is



CIKM ’22, October 17–21, 2022, Atlanta, GA, USA Behrooz Omidvar-Tehrani, Aurélien Personnaz, & Sihem Amer-Yahia

around words like “magic” and “nostalgic”, and the latter is about
“movie”, “character” and “scene”. One direction of our future work is
to leverage attention-based autoencoder topic modeling [34, 63, 77]
for a more effective modeling of topics in short texts.

Building sentiments. For a given object 𝑥 , 𝜂 (𝑥) .sentiments is a senti-
ment distribution over the sentences of 𝑥 . It is a vector of size nb
that is defined as follows:

𝜂 (𝑥).sentiments = temp_softmax (bucketize
nb
[pol(𝜌),

∀𝜌 ∈ sentences(𝑥)])

In the above equation, pol(𝜌) = [−1, 1] is a sentence polarization
function, and nb is the number of buckets for the sentiment values.
We use a tempered softmax function to obtain a distribution of
sentiments. In Figure 2, we set nb = 5 and observe that the review
has a neutral to positive side. The neutral sentiment is due to factual
sentences that the reviewer uses.

Instantiating quality. In GUIDES, we consider four different in-
stances of the quality function: numerical diversity, textual diversity,
coverage, and none. These functions are employed in typical EDA
systems [2, 15, 48, 55] for measuring quality. Table 1 provides de-
tails for these instances. Note that the none variant of the quality
function is helpful when the relevance function suffices on its own,
and no further maximization is necessary.

Example. Assume the example in Section 1 was performed in
the setting of manual EDA. After initializing the exploration by
focusing on cameras with high optical and processing power, Steve
focuses on a review about “autofocus issues” for the Fujifilm X100V
camera. In the first iteration, Steve picks 𝛿 = text and quality =
textdiv to receive a diverse set of reviews whose text is similar
to the current review. In the second iteration, Steve focuses on a
review about “Canon 6D” and picks 𝛿 = topics and quality = coverage
to receive a set of items covering the topics discussed in his selected
review. The goal of our work is to automate this tedious manual
process by learning TIE policies and enabling partially-guided EDA.
We discuss the learning process in the next section.

4.2 The GUIDES architecture

Figure 3 provides the overall architecture of GUIDES. which con-
sists of an offline TIE training phase and an online interactive TIE
phase. The offline training phase simulates a DRL agent to learn a
TIE policy. The agent interacts with a prediction neural network
(step 1) to update its weights by performing actions on the envi-
ronment (step 2). GUIDES is equipped with a multi-valued reward
mechanism that filters actions with dominated rewards (step 3).
These rewards are then used (step 4) to optimize the TIE policy
(step 5). The optimal policy will then be leveraged in an online TIE
context to recommend actions to the user. The user consumes these
recommendations for an effective decision-making in her future
exploration iterations.

4.3 Learning TIE policies in GUIDES
The input to GUIDES is (𝑆, 𝐸, 𝑃, 𝑅) \ 𝑃 . Given that exploration logs
are unavailable in TIE and that transition probabilities between
exploration states are unknown, model-free RL fits our context.
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Figure 1: RL framework architecture. In the o✏ine
phase, the system iterates between steps 1 and 2
until it learns a policy (Algorithm 1). The policy
(step 3) is used online to recommend exploration
actions. In step 4, it is applied to any input seed
group and returns target users (Algorithm 2).

instead the group is too small, it would apply explore-around
at step i. Once a policy is learned, it is provided to a human
analyst who applies it during the online phase to generate
an interpretable exploration session that finds a PC for the
same venue at a following year, e.g., WebDB PC in 2018, or
for another venue, e.g., the SIGMOD PC in 2018.

4.2 Exploration model
We model EDA as a Markov Decision Process (MDP)

comprising a quadruple (S, E, P, R) where:

• S is a set of states of the process;

• E is a set of exploration actions that change the process
state;

• P (si+1|si, ei) are probabilities that action ei will change
state si 2 S to state si+1 2 S;

• R(si+1|si, ei) are rewards for transitioning from state si 2
S to state si+1 2 S by applying exploration action ei.

Each state si+1 is a tuple hgi+1, Gki+1i obtained by apply-
ing an exploration action ei to a previous state si = hgi, Gkii,
and for which an action ei+1 should be selected to continue
the exploration. The probabilities P (si+1|si, ei) character-
ize the behavior of exploration actions, i.e., they represent
what will be displayed next if ei is selected. These proba-
bilities are not known in advance and depend on the quality
and relevance functions of the exploration actions and on
properties of the dataset.

Reward design. The reward of a state R(si+1|si, ei) must
reflect the utility of group gi+1 for a set of target users Ut de-
fined in Section 3.3 (Equation 1). Reward design is known
to be a challenging issue, because a reward must capture

what a human analyst expects to achieve and a poorly spec-
ified reward may lead to counter-intuitive performance [9].
In our approach, the simulated RL agent is rewarded each
time it discovers new target users, i.e.,

R(si+1|si, ei) = g utility(gi+1, Ut)

It is important that the agent is rewarded only for targets
which have not been found so far, because otherwise it would
prefer to go back to the same target group [47]. This re-
ward signal does not capture the need to maximize the total
number of target users found in a session. It only prefers
discovering more targets sooner starting from the current
state. A reward that captures the overall utility of an ex-
ploration policy should be computed once at the end of the
exploration. However, learning from such a sparse reward is
too complex in our case. Therefore, we reward the agent at
each intermediate step.

4.3 Reformulating the guided EDA problem
Following our MDP model, our guided EDA problem is

reformulated as finding a policy ⇡ : S ! E, such that it
maximizes the discounted cumulative reward R̂:

R̂ =
X

i

�iR(si+1|si, ei)! max

where ei = ⇡(si) and � 2 [0, 1] is a discount factor.
Similarly to classical RL, given a policy ⇡, we use a value

function V⇡(s) and action-value function Q⇡(s, e):

V⇡(s) = E[
1X

k=0

�i+kR(si+k+1|si+k, ei+k)|si = s]

Q⇡(s, e) = E[
1X

k=0

�i+kR(si+k+1|si+k, ei+k)|si = s, ei = e]

The function V⇡(s) computes the expected cumulative re-
ward of the policy ⇡ gained after observing state s at step i.
The function Q⇡(s, e) captures the expected cumulative re-
ward that ⇡ gets from applying action e at state s. An opti-
mal policy ⇡⇤ always selects actions with the highest value
in the current state, thus maximizing expected reward. This
yields optimal functions V ⇤ and Q⇤ which satisfy the Bell-
man optimality equations [16]:

V ⇤
⇡ (s) = max

e
Q⇤(s, e)=

max
e

X

i

P (si+1|si = s, ei = e)[R(si+1|si = s, ei = e)+�V ⇤(si+1)]

Our goal is then to find ⇡⇤ which yields the best explo-
ration action at every exploration step.

4.4 RL framework
Reinforcement learning is a set of methods that find an op-

timal decision policy for an MDP when transition probabili-
ties are not given. The input to an RL model is (S, E, P, R)\
P . RL fits our context, because (i) we do not assume ex-
ploration logs, and (ii) transition probabilities between ex-
ploration actions are unknown and depend on the data.

To learn an optimal policy, we simulate interactions be-
tween an analyst and groups in the o✏ine phase. An RL
agent interacts with di↵erent states and gathers several sim-
ulated exploration sessions. At each state si = hgi, Gkii, the

1474

recommended action

TEDA application

Figure 3: The GUIDES architecture.

We leverage a Deep RL (DRL) algorithm called Deep Q-Networks
(DQN) [42] as the learning component of GUIDES. Among a variety
of discrete-space DRL algorithms in the literature , we choose DQN
because its architecture complies with compound targets. Recall
that being “compound” means that the target is spread throughout
the exploration session. Algorithm 1 illustrates the main steps of
learning a TIE policy usingDQN. The algorithm starts by initializing
a buffer B and two neural networks, the prediction network 𝜃

and the target network 𝜃𝑇 , and then proceeds by updating them.
The algorithm outputs an optimized exploration policy which is
represented in terms of 𝜃 ’s learned weights. In this section, we first
explain these variables (Section 4.3.1), and then present the learning
procedure (Section 4.3.2).

4.3.1 Learning variables. GUIDES simulates interactions with the
environment using TIE actions, and updates the DQN learning
variables with the rewards received from the environment. In DQN,
the updates do not impact the neural network weights right after
each interaction with the environment. For more stability in the
learning, each interaction is first pushed to a buffer B, and then the
learning is performed by sampling from B. Each interaction stored
in B is a tuple 𝜔𝑡 = ⟨𝑠𝑡 , 𝑒𝑡 , 𝑟𝑡 , 𝑠𝑡+1⟩, called an experience tuple at
iteration 𝑡 (Line 10 in Algorithm 1), and the sampling process is
called an experience replay (Line 12).

Prediction and target networks.We train the prediction network
𝜃 (using experience replays from B) as a function approximator for
our action-value function, denoted as 𝑄 (𝑠, 𝑒;𝜃 ) (Lines 2 and 3 in
Algorithm 1). To achieve learning stability, the parameters of the
prediction network are copied to the target network 𝜃𝑇 , every 𝜁

steps, where 𝜁 is a hyper-parameter (Line 15). The internal archi-
tecture of both prediction and target networks are often identical.
In GUIDES, the architecture that we consider for both networks
consists of four layers of linear transformation with width 1024 and
rectifier non-linearity functions (ReLU) in-between, and 𝜁 = 100.
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Algorithm 1: Learning TDE polices in GUIDES

1 B ← ∅
2 𝜃 ← random();𝜃𝑇 ← 𝜃

3 𝑄 (𝑠, 𝑒;𝜃 ), 𝑄 (𝑠, 𝑒;𝜃𝑇 ) ← initialize(),∀𝑠 ∈ 𝑆, 𝑒 ∈ 𝐸
4 while not end_of _learning do

5 𝑠𝑡 ← ⟨𝑥0, 𝑋0⟩
6 𝑒𝑡 ← get_action(𝜀)
7 while not end_of _session do

8 𝑋𝑡+1, 𝑟𝑡 ← 𝑒𝑡 (𝑠𝑡 , 𝑘)
9 𝑠𝑡+1 ← ⟨𝑥𝑡+1, 𝑋𝑡+1⟩

10 𝜔𝑡 ← ⟨𝑠𝑡 , 𝑒𝑡 , 𝑟𝑡 , 𝑠𝑡+1⟩
11 B ← multi_objective_push(𝜔𝑡 ,B, 𝜇) // Algorithm 2

12 �̄� ← sample(B)
13 𝜃 ← gradient_descent (�̄�)
14 if 𝜁 steps passed then 𝜃𝑇 ← 𝜃

15 𝑒𝑡+1 ← get_action(𝜀)
16 𝑠𝑡 ← 𝑠𝑡+1, 𝑒𝑡 = 𝑒𝑡+1
17 end

18 end

We also employ Adam [29] as the optimizer with a learning rate
𝛼 = 0.0003.

4.3.2 Learning procedure. Each step in the learning process begins
by initializing a starting state 𝑠𝑡 = ⟨𝑥0, 𝑋0⟩ (Line 5), picking an
exploration action 𝑒𝑡 = get_action(𝜀) using the 𝜀-greedy method
(Line 6), and then following an ensuing exploration session until
its termination. In each step of the session, first the chosen action
is applied to obtain the reward 𝑟𝑡 and the next state 𝑠𝑡+1 (Line 8),
and then the experience tuple is formed to be pushed to the buffer
(Line 11). Following that, an experience tuple �̄� is replayed from B
(Line 12) to update the parameters of the𝑄 function approximator 𝜃
(Line 13). We now explain how states are represented and how
rewards are processed in GUIDES.

Exploration state representation. To increase the effectiveness
of the learning process, we represent the states and actions jointly
in a fine-granularity space by leveraging a set of data-dependent
state-action linear features ft (𝑠, 𝑒). These features enable the discov-
ery of commonalities in the state-action space and hence widen the
scope of the learned policy. Table 2 provides details of the features.
We leverage approximate control methods [61] to learn an approx-
imation of the action-value function �̂� (w, 𝑠, 𝑒) ≈ 𝑄 (𝑠, 𝑒) where
w ∈ R𝑚 and𝑚 is the number of features,𝑚 ≪ |𝑆 ×𝐸 |. We compute
the approximated action-value function as �̂� (w, 𝑠, 𝑒) = w⊤ft (𝑠, 𝑒).
The weights w are learned by the prediction network 𝜃 .

Reward representation. As instructed in Equation 7, the reward
system in GUIDES is multi-valued due to the complex nature of
textual data. This means reward maximization becomes a multi-
objective optimization problem, where each reward dimension acts
as one optimization objective. We propose to modify the DQN
architecture to account for that. This process is depicted in Line 11
of Algorithm 1 and detailed in Algorithm 2. Experience tuples are
pushed into the buffer if and only if they are not dominated by any

Algorithm 2:Multi-objective optimization of reward
Input: experience tuple 𝜔 , buffer B, approximation ratio 𝜇

Output: updated buffer B∗
1 B∗ ← B
2 if B∗ is not full then
3 if Pareto(𝜔,B∗) then
4 B∗ .append (𝜔)
5 if 𝜔 ≻𝜇 𝜔 𝑗 then B∗ .remove(𝜔𝑖 ) ∀𝜔𝑖 ∈ B∗
6 end

7 end

8 else

9 B∗ ← ∅
10 B∗ .append (𝜔)
11 end

12 return B∗

other tuple, which means they belong to the Pareto front. Let ≻
denote the dominance function, we define the dominance relation
between two experience tuples 𝜔𝑖 and 𝜔 𝑗 as follows [65]:

𝜔𝑖 ≻ 𝜔 𝑗 ⇔ ∃𝛿 ; 𝑟𝛿𝑖 > 𝑟𝛿𝑗 ∧ �𝛿
′ ∈ K ; 𝑟𝛿

′
𝑖 < 𝑟𝛿

′
𝑗

where 𝑟𝛿
𝑖
is the 𝛿-th component of the reward 𝑟𝑖 for the experience

tuple 𝜔𝑖 . Given a set of experience tuples 𝐵, we verify whether 𝜔𝑖

fits in the set of Pareto front 𝐵 as follows:

Pareto(𝜔𝑖 , 𝐵) ⇔ �𝜔 𝑗 ∈ 𝐵;𝜔 𝑗 ≻ 𝜔𝑖 (11)
Following Equation 11, an experience tuple 𝜔𝑖 is pushed to B

iff Pareto(𝜔𝑖 ,B) holds. This ensures that the buffer is always the
container of non-dominated experiences.

5 EXPERIMENTS

Our experiments aim to validate the effectiveness of GUIDES by
answering the following questions: “are the semantics proposed for

TIE actions expressive enough to navigate in textual data and reach

targets?”, “are learned policies useful for TIE?”, “does multi-reward

optimization improve learning?”, and “does our approach scale with

increasing task complexity and data size?”.

5.1 Summary of results

Our first finding is that exploration performs best when both text-
based and attribute-based semantics are integrated (Section 5.3).
We compare GUIDESwith traditional EDA approaches and observe
that text-agnosticism results in poor performance. We also observe
that the DRL agent picks the textual dimensions summary and
sentiments more frequently than others. This is likely due to the
fact that the former provides adequate details about reviews, and
the latter reflects opinion. We show that multi-objective reward
optimization detects and invalidates up to 30% of all iterations
(Section 5.4). We observe that fewer iterations are discarded in later
stages of the training, which shows that the DRL agent learns to
land on iterations with non-dominated rewards. We also observe
that agents that leverage Pareto rewards discover 50% more targets
on average than the ones with non-Pareto rewards. Last, we shed
light on scalability aspects and show that GUIDES maintains its
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Feature group Components

Input object 𝑥𝑡

object type (item or review, one feature), rating
(one feature for each 5-star rating scale), text word
count (one-hot), tag count (one-hot), and sentiments
and topics (10 features for each)

Output objects 𝑋𝑡
Same features as the ones for 𝑥𝑡 , for each
output object 𝑥 ∈ 𝑋𝑡

Exploration action 𝑒𝑡 textdiv(𝑋𝑡 ), numdiv(𝑋𝑡 ), coverage(𝑋𝑡 ), all one-hot encoded
Target T number of targets discovered in T in one-hot encoding

Table 2: Text-based state-action features in GUIDES

efficiency on larger datasets and more complex tasks with a slower
pace for finding targets (Section 5.5).

5.2 Experimental setup

Datasets. We test GUIDES on two real and publicly available
datasets, Amazon [9, 44] and IMDb [3]. The former includes infor-
mation about the products in the Amazon online shopping platform
and their customer reviews. We focus on the Electronics category
with 786, 868 products and 21𝑀 reviews. The latter contains 453, 528
movies and 5.5𝑀 reviews provided in the IMDb portal. Following
our data model (Section 3.1), each object 𝑥 in both datasets is as-
sociated with its profile(𝑥). Items in Amazon are described using
the attributes sub-category, title, rating, and price. Item attributes
in IMDb are director, title, rating, release date, genres, and actors.
Reviews in both datasets are described using the attributes review
time and helpfulness score. In all our experiments, we use a 50-core
sample for each dataset and employ 5000 objects to cap the training
time to 12 hours. We also build a larger variant of the IMDb dataset
(denoted as Large) with 20000 objects for our scalability experiment
(Section 5.5).

Building signatures. For each object 𝑥 , we build its signature 𝜂 (𝑥)
over the schema K = (text, summary, tags, topics, sentiments). In
both datasets, 𝜂 (𝑥) .text and 𝜂 (𝑥) .summary are the vectorized ver-
sions of the provided text and summary using GloVe [47]. The
set of 𝜂 (𝑥).tags is generated by extracting the POS patterns from
the text. On average, we obtained 9.29 and 21.55 tags per object
in Amazon and IMDb, respectively. We generate 𝜂 (𝑥).topics using
the gensim implementation of LDA for topic modeling [52], with
the number of topic nt = 10. Last, we generate sentiment distribu-
tions 𝜂 (𝑥) .sentiments as the aggregation of polarity scores over the
sentences of the item’s description and the review’s text, with the
number of buckets nb = 10.

Relevance and quality computations. To simulate exploration
sessions for policy learning, it is crucial that the execution of explo-
ration actions is efficient. In an offline process, we build inverted
indices for each object that list their pairwise similarity scores in
decreasing order. Whenever an exploration action is triggered, we
use a greedy hill-climbing optimization algorithm to maximize the
quality function (diversity or coverage, depending on the semantics
of the selected quality function) while respecting a threshold 𝜎

on relevance using the inverted indices [45]. In the greedy quality
improvement loops, the inverted indices enable a sequential access,
where the next candidate to improve quality is the next object in the
inverted index under investigation. Also in case the quality func-
tion is none, the top-𝑘 objects in the inverted index are retrieved
instantaneously.

Exploration tasks. To conform with the nature of EDA, we con-
sider our exploration tasks to be subjective. This means that the DRL
agent does not know the target. For each dataset, we consider two
diverse exploration tasks, ET1 and ET2. In Amazon, the task is to
explore 5 products and their reviews whose rating is the highest in
a specific sub-category. We consider Computers as the sub-category
for ET1 and Camera & Photo for ET2. In IMDb, the task is to explore
5 movies (50 movies for the Large dataset) and their reviews whose
rating is the highest in a specific genre. We consider Comedy as the
genre for ET1 and Crime for ET2. Moreover, we consider two explo-
ration tasks on IMDb Large dataset with more complex semantics:
ET3 that seeks 1000 reviews with the most positive sentiments, and
ET4 that seeks 1000 reviews that are highly focused on a single
topic. We leverage ET1 and ET2 in our study of the RL training
and application and move to ET3 and ET4 to examine how GUIDES
handles more complex scenarios.

Learning parameters. For learning TIE policies, we simulate 850
sessions with 200 iterations each, with 𝑘 = 5 for each exploration
action in the space X = items ∪ reviews. In each iteration, the
DRL agent has 6 options for the relevance function 𝛿 (i.e, |K + 1|
possible dimensions) and 4 options for the quality function (see
Table 1), which means 24 different semantics can be selected as the
exploration action. We set the learning rate 𝛼 to 0.0003, the reward
discount factor 𝛾 to 0.9, and 𝜖 to 0.5. The reward computation
follows Equation 7 with the two following rules incorporated in Ω:

(1) Given an item 𝑖 as the current selection 𝑥𝑡 = 𝑖 , for each review
𝑟 ∈ 𝑋𝑡+1, item(𝑟 ) = 𝑖;

(2) An object 𝑥 ∈ T is only rewarding at the first visit.

GUIDES is implemented in Python 3.8.5 using a PyTorch-based
DRL library called PFRL [18], and Gym library [6] for the instanci-
ation of the TIE environment.

5.3 TIE actions

An important aspect of TIE actions is their ability to handle both
structured and unstructured data. We employ four different vari-
ants: TRAD, TEXT, ABST, and ALL. TRAD is an adaptation of tradi-
tional EDA approaches that rely only on item attributes [15, 55]. In
TEXT, the exploration actions use text-based representations, i.e.,
summary and text, as the only 𝛿 variants. In ABST, the abstract
representations are used, i.e., all except the choices in TEXT. ALL
leverages all text-based and attribute-based representations. We
train our DRL agent and measure the utility of each policy as the
number of objects discovered in T averaged over 5 runs. Figure 4
shows the results1. We observe that ALL is the winner in both tasks.
This policy reaches around 40 targets in IMDb and 50 to 60 targets
in Amazon, after 850 simulated sessions. In Amazon, ET1 reaches
fewer targets than ET2, which shows that exploring Computers

sub-category is a harder task compared to Camera & Photo, due to
the increased heterogeneity in the computer-related products and
their reviews. We also notice the low performance of TRAD, which
acknowledges the importance of text-based representations in the
exploration.

1
As we observed similar results for both datasets, we only report on Amazon. Upon

acceptance, we will report the exhaustive set of results in a companion technical report.
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Figure 4: Exploration action variants for task ET1 (left) and

ET2 (right) on Amazon.
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Figure 5: Multi-objective optimization of rewards.

5.4 Multi-valued rewards

Given the complex nature of textual data, GUIDES uses multi-
valued rewards to represent different dimensions of text. To verify
the effectiveness of the multi-objective optimization of rewards,
we consider two different implementations: SCL and MOO. SCL
is the implementation of the scalarization method [24] where all
the reward signals are combined together in a linear function with
equal weights to form one single scalar reward.MOO is the method
integrated inGUIDES to find Pareto rewards and discard dominated
ones (see Algorithm 2). Given a state 𝑠𝑡 , MOO does not let the
agent learn from 𝑠𝑡 if 𝑟𝑡 is dominated in the buffer B. We compare
SCL and MOO using two different measures: number of discarded
iterations by MOO (Figure 5 left) and the difference in the number
of discovered targets (Figure 5 right).

Number of discarded iterations. Figure 5 left shows the benefit
of MOO over SCL in terms of number of discarded iterations. For
instance, MOO discards 50 iterations in the task ET2 IMDb at 50
simulated sessions. We observe that overall MOO invalidates up
to 30% of the iterations and it drops to less than 25% for IMDb and
15% for Amazon after 100 sessions. All discarded iterations are used
by SCLwhich decreases the optimality of the policies.We only show
the first 200 sessions as the agent reached stability around this point.
The decrease in the number of discarded iterations shows that the
Pareto rewards benefit the agent in learning TIE policies, because
the agent lands more on iterations with non-dominated rewards in
later sessions. Moreover, the drastic decrease inAmazon shows that
the reward signals are more distinct compared to IMDb’s, hence
the Pareto rewards can be obtained earlier in the learning process.

Difference in the number of discovered targets. Figure 5 right
shows the difference in the number of discovered targets between
MOO and SCL. For instance, MOO reaches 10 more targets in the
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Figure 6: Scalability power of GUIDES by increasing the data

size (left) and the complexity of tasks (right).

task ET1 Amazon at 50 sessions. We observe that overall MOO-
based exploration policies succeed to find on average 50% more
targets compared to SCL, after only 200 sessions. InAmazon,MOO-
based policies have higher impact on harder tasks (see Figure 4),
as it finds 54% more targets for ET1 (the harder task) and 25% for
ET2 (the easier task). SCL has a supremacy in very early stages
of the learning process (task ET1 IMDb and task ET2 Amazon)
which is soon taken over by its competitor. The reason is thatMOO
discards iterations drastically at the beginning and hence limits the
opportunities of landing on targets while exploring the spaces.

5.5 Scalability

Finding targets in TIE becomes more challenging by increasing
either the data size or the complexity of the exploration task. We
examine the scalability power of GUIDES by training policies on
IMDb Large dataset and two complex tasks ET3 and ET4.

Increasing data size. Figure 6 left compares the number of discov-
ered targets for the task ET1 IMDb when exploring the default-size
and Large datasets. After 350 sessions, the former reaches 18 targets
and the latter reaches 10. We observe an overall increasing growth
in both datasets with a slower pace for the Large dataset due to the
complexity of landing on targets in a larger exploration space.

Increasing task complexity. Figure 6 right compares the number
of discovered targets between normal tasks ET1 and ET2, and high-
complexity tasks ET3 and ET4, in IMDb. All tasks show relatively
similar growth rates, indicating that the system manages to learn
complex tasks as well as normal ones. However, we observe a
constant gap all along the training between the normal and complex
tasks. This illustrates the difference of complexity between the tasks,
as the targets in ET1 and ET2 are mostly reviews sharing the same
items, making them more grouped hence easier to find than the
more diverse and dispersed targets of ET3 and ET4. This shows that
the TIE exploration actions are capable of handling more complex
tasks to reach targets efficiently.

6 CONCLUSION AND FUTUREWORK

We develop GUIDES, a framework for guided Text-best Item Ex-
ploration. We model the TIE problem as finding a policy with the
highest utility for a target set of items and propose a non-trivial
adaptation of the DQN architecture to accommodate multiple re-
wards. Our work open several directions, including example-based
TIE operators, and the incorporation of user feedback in the reward
mechanism.
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